Introduction

Go is difficult due to the gargantuan size of the game tree. One of the ways of dealing with this is to focus our attention on only the important parts of the tree. Our method for determining which parts of the tree are important is to use covariance.

Covariance

We use the final board state at the end of our monte carlo simulations to collect data on which points seem to influence the outcome of the game. We also look for points that tend to have different end-of-simulation controllers. These two factors combine to create win/control covariance; a point with a high covariance will be one that we can control and will tend to help us win the game.

RAVE and Covariance

We combine our standard tree-search algorithm, RAVE, with covariance by pretending moves with higher covariance have had more successful monte carlo simulations. This will tend to make the RAVE algorithm explore these moves more often, biasing the search.

Results

Unfortunately, our results indicate that this naïve method of combining the covariance data with the RAVE player is not significantly helpful.

Conclusions/Future Work

From the covariance maps we can draw, we still feel there is value in pursing better methods of combining this data with the RAVE search. We have identified some issues, and plan to address them.

First, we assume that the best way to control a point is to play directly on it. In Go games, this can quite often not be the case. To correct for this, we can reward any moves that lead to the high covariance points being controlled at the end of a monte carlo simulation.

Secondly, our covariance data is heavily biased by our tree search. If we frequently play a move in the tree search, the covariance of that point will be low. To correct for this, we are considering using a different kind of simulation to avoid bias.
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