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Abstract

Go is a board game that originated in China thousands of years ago [1]. It is considered a grand challenge problem in artificial intelligence, as top Go programs are currently unable to win against even highly skilled amateur human players [2]. Top Go programs use the Monte Carlo Tree Search algorithm in combination with machine learning and domain-specific knowledge to select their moves [2].

This research focuses on efficient storage of local configurations of stones, called patterns. Skilled human players use patterns in deciding where to play. For computers, storing all patterns is impossible for larger sizes due to memory and search speed limitations. However, only a small subset of all possible patterns are legal, and, of those, only a subset are useful. We present a technique for quickly and efficiently storing and retrieving these useful patterns.

Patterns

To improve our program we aim to incorporate a database of patterns generated from expert games via machine learning techniques.

In order to use these patterns within our algorithm, we need to store them in our computer’s memory and access them quickly. Due to the quantity of possible patterns, it is impossible to store them directly. We developed a technique that effectively stores patterns for moves frequently played by experts while generally ignoring patterns that are either rarely encountered or are located around moves experts do not play.

Previous Work

Patterns have been widely used in computer Go for a variety of purposes [2]. Outside of Go, a method similar to ours was used by [3] for detecting rare flows in computer network traffic. That work stored a count instead of a rate.

Results

Experimentally, our method achieves reasonable success. For 3x3 patterns the table rate is generally within a few percentage points of the actual rate, with a small number of exceptions. We have obtained similar results for 5x5, 7x7, and 9x9 patterns, with the additional characteristic that exceedingly rare patterns that have only been played once in our database of games are overwhelmed by collisions, giving table win rates distributed around 50%. Our method was used to create an opening book which plays better moves than MCTS alone.
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Sloppy Hash Array for Pattern Extraction

We extract patterns from a database of 101,802 games played by human experts [4]. On each turn, we store a win for the move chosen by the expert and a loss for one randomly-chosen move. The rate wins / (wins + losses) is therefore highest for moves the experts often selected.

Since there are too many patterns to store all possibilities, we instead build a set of four hash tables, each with $2^{16} = 65536$ slots. We use Zobrist hash functions [5] to map each pattern to a different location in each of these four tables. This is repeated at each of four pattern sizes: 3x3, 5x5, 7x7, and 9x9.

Rates for patterns are retrieved by computing the four hash functions and averaging the rates stored in the four hash tables.

This results in fairly effective storage of desired information. The key feature in this method is that it does not require our hash functions to avoid collisions. A collision occurs when two patterns are stored in the same location, so the data on these patterns are conflated. Because the number of possible patterns is much larger than the number that we can store in available memory, collisions cannot be avoided. The effect of collisions is reduced by the use of four tables: the information stored about this pattern is replicated four times, while each collision appears only once.

Patterns for moves experts do not play are legal, and, of those, only a subset are useful. We present a technique for quickly and efficiently storing and retrieving these useful patterns.